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Cross-Calibration of HJ-1/CCD Over a Desert Site
Using Landsat ETM+ Imagery and

ASTER GDEM Product
Bo Zhong, Yuhuan Zhang, Tengteng Du, Aixia Yang, Wenbo Lv, and Qinhuo Liu

Abstract—The charge-coupled device (CCD) is visible to near-
infrared imaging sensors onboard the Chinese Huan Jing 1
satellites. Like many sensors, the CCD lack onboard calibration
capabilities, so alternative methods are required, e.g., cross-
calibration. The wide field of view of the CCD sensors provides
challenges for cross-calibration with narrow field of view sensors.
We developed a technique to take advantage of a site with a uniform
surface material and a natural topographic variation. Due to the to-
pography, near-nadir Landsat Enhanced Thematic Mapper (TM)
Plus (ETM+) observations actually see the material at a wide range
of illumination and viewing angles. These observations and Ad-
vanced Spaceborne Thermal Emission and Reflection Radiometer
global digital elevation model data were used to develop a model
of this site’s bidirectional reflectance distribution function that
covered most of the illumination and view angle range of the CCD
data. We validated this model by comparing the simulations to ac-
tual ETM+ and TM surface reflectances. The validated model was
then used to calibrate the CCD instruments. The results were con-
sistent to within 5% of field intensive vicarious calibration data.

Index Terms—Bidirectional reflectance distribution function
(BRDF), cross-calibrate, digital elevation model (DEM), Huan
Jing 1 (HJ-1)/charge-coupled device (CCD), top-of-atmosphere
(TOA) reflectance, vicarious calibration.

I. INTRODUCTION

THE charge-coupled device (CCD) camera is one of the
key instruments operating on the environment and disas-

ter monitoring and forecasting satellite constellation, which is
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called as Huan Jing 1 in Chinese and abbreviated as HJ-1 (here-
after, the CCD camera onboard the HJ-1 satellite is written as
HJ-1/CCD), launched on September 6, 2008, by the China Cen-
tre for Resources Satellite Data and Application (CRESDA).
The HJ-1 satellite constellation is composed of three satellites,
named as HJ-1A, HJ-1B, and HJ-1C, respectively. HJ-1A has
two CCD cameras and one hyperspectral instrument onboard,
and HJ-1B has two CCD cameras and one infrared camera
onboard; HJ-1C is a synthetic aperture radar satellite, and it is
launched on November 19, 2012. For CCD cameras, the nomi-
nal spatial resolution is 30 m. HJ-1/CDD has three visible bands
(430–520, 520–600, and 630–690 nm) and one near-infrared
(NIR) band (760–900 nm). HJ-1A and B have two CCD cam-
eras onboard, respectively; therefore, four CCD cameras are
working simultaneously in this satellite constellation, which
makes a swath of about 700 km wide for each satellite and a
revisit period of 48 h. The four CCDs are called HJ-1A/CCD1,
HJ-1A/CCD2, HJ-1B/CCD1, and HJ-1B/CCD2, respectively.
The primary characteristics are listed in Table I. The features of
wide coverage, high spatial resolution, and high temporal ob-
servation frequency provide useful measurements for regional
and global applications on agriculture, environment, and land
survey. However, due to lack of onboard calibration system,
vicarious calibration needs to be done every other time, and the
frequency is usually once a year and will be increased with the
aging of instruments. CRESDA performs the vicarious calibra-
tion measurements and releases the calibration coefficients once
a year through its Web site at http://www.cresda.com. However,
since the CCD cameras are not the state-of-the-art instruments,
the radiometric capability is not so stable that it does not change
for a whole year.

Since the launch of Landsat 1 in 1972, the imagery from
Landsat series of satellites has become the longest continuous
data set of high-spatial-resolution imagery for Earth observing,
which are used widely for many kinds of remote sensing
applications, such as land surface parameter retrieval, land
use, and land-cover change [1]. It can be attributed to the
knowledge of the radiometric properties of the Landsat sensors,
which has been achieved through the combination of pre- and
postlaunch efforts using laboratory, onboard, and vicarious
calibration methods [1]. The calibration trends of Enhanced
Thematic Mapper (TM) Plus (ETM+) and TM sensors are
well described. Precise calibration of the ETM+ was given
high priority during the development of the sensor [2]. The
ETM+ has been described as the most stable of the Landsat
sensors, changing no more than 0.5% per year in its radiometric
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TABLE I
PRIMARY CHARACTERISTICS OF HJ-1/CCDS

Fig. 1. Illustration of the procedure of the new cross-calibration approach.
(Parallelogram is the input, and rectangle is the process.)

calibration, with an absolute calibration generally consistent to
within 5% of other methods and sensors [4].

Early in the Landsat-7 mission, from June 1 to 4, 1999, the
Landsat-5 and Landsat-7 satellites were placed in tandem orbit,
and TM data were calibrated to the newer sensor to ensure
calibration continuity between ETM+ and TM [5]. Since the
original calibration scheme using the lamps for Landsat 5 no
longer works effectively, changes to the radiometric calibration
of the TM were implemented in May 2003 by the U.S. Ge-
ological Survey [6]. The new calibration procedure is based
on a lifetime radiometric calibration curve derived from the
sensor’s internal calibrator, cross-calibration with the ETM+,
and vicarious measurements [7], [8]. Vicarious studies carried
out to date have suggested a relatively constant radiometric
response for TM since 1988 [9].

In this paper, we present and validate a cross-sensor cali-
bration technique for moderate- to high-spatial-resolution data
with large-angle observation like HJ-1/CCD data. In this
method, the well-calibrated nadir-view Landsat TM/ETM+
data and Advanced Spaceborne Thermal Emission and Re-
flection Radiometer (ASTER) global digital elevation model
(DEM) (GDEM) product are first used together to fit the bidi-
rectional reflectance distribution function (BRDF) characteriza-
tion of a desert calibration site located in northern China. The
retrieved BRDF is then used to simulate the surface reflectance

under the solar illumination and view geometries of HJ-1/CCD.
Third, the simulated surface reflectance of HJ-1/CCD is re-
calculated to the top-of-atmosphere (TOA) reflectance using
the atmosphere radiative transfer model. At last, the cross-
calibration of HJ-1/CCD is performed. The procedure is il-
lustrated in Fig. 1, and the major steps are discussed in the
following in detail.

II. METHODOLOGY

A. Calibration Site Choosing

In this paper, a portion of Badain Jaran Desert, which is an
area of 1000 × 1000 pixels and about 30 × 30 km, located in
central Inner Mongolia of northern China [see Fig. 2(a): broad
view of the calibration site; the darkened area in the image is
the location of the calibration site] is selected as the calibration
site for three reasons as follows.

1) The site is temporally, spatially, and radiometrically sta-
ble, so it can be seen as an invariant object. The stability
verification is carried out as follows.

Desert areas are usually stable and homogeneous, and
they appear to be very suitable for cross-calibration [9],
[10]. Cosnefroy et al. [11] proposed a method for cali-
bration site choosing, and a selection of candidate sites
was given out, which is historically considered at the
Centre National d’Etudes Spatiales (CNES) as a reference
of calibration sites [12]. The important characteristics
for calibration site choosing include brightness, spatial
homogeneity, altimetry, bidirectional effects, seasonal
variation, and long-term stability [12]. The characteristics
of Badain Jaran desert are described as follows.
a) Brightness. The mean surface reflectances of the

calibration site are 0.0996, 0.1705, 0.2315, and 0.2699
in blue, green, red, and NIR bands, respectively, and
the surface reflectance of different years is listed in
Table III.

b) Spatial homogeneity. It defines the radiometric uni-
formity over the calibration site. In this case, the
TM/ETM+ imagery has 30-m spatial resolution, so
different pixels show different slope properties, which
determines the reflectance variation; however, the pix-
els with very similar slope properties (slope and as-
pect) are distributed randomly in the images, and the
reflectance variation of these pixels is used to verify
the radiometric uniformity over the calibration site.
The mean reflectance and its standard deviation of the
calibration site are listed in Table II. The deviations
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Fig. 2. Location and close view of the calibration site. (a) Location of the calibration site and a true color composite from MODIS imagery. (b) Close view of
the site from a true color composite of Landsat ETM+ imagery.

TABLE II
MEAN REFLECTANCE AND ITS STANDARD DEVIATION OF THE CALIBRATION SITE WITH SIMILAR SLOPE PROPERTIES

for bands 1, 2, 3, and 4 are 1.87%, 3.23%, 6.17%, and
6.47%, respectively. Usually, the deviation is required
to be less than 3% for 1-km spatial resolution data
[11]; however, the optimal region for calibration may
be located in the less homogeneous region as opposed
to the more homogeneous region [12], such as Egypt-1
site [12], Libya-2, and Arabia-3 selected by CNES
[13], which have deviations higher than 6%.

c) Altimetry and bidirectional effects. The altitude of the
site is documented using ASTER GDEM data. This
information is useful, because variation of the altitude
inside the site may lead to variation of the bidirectional
properties and the spatial homogeneity. The altitude
and standard deviation are 1276.33 and 58.45 m, re-
spectively. The BRDF or bidirectional effect describes
how the site reflectance varies with viewing and solar
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TABLE III
STATISTICS OF EVERY IMAGE FOR BAND 1

TABLE IV
STATISTICS OF AVERAGING ALL IMAGES BY SPECTRAL BAND

angles. For images with 30-m spatial resolution, the
variation of the altitude leads to the variation of direc-
tional reflectance. Table III lists the mean surface re-
flectance and its standard deviation, which reflect the
reflectance variations caused by bidirectional effects.
The suggested reflectance variation is about 15%, and
the values in the mean deviation column in Table IV
reflecting the reflectance variation are about 12.8%,
11.6%, 12.9%, and 13.0% at bands 1, 2, 3, and 4,
respectively, which are all less than 15%.

d) Seasonal variation. It is referred to seasonal variation
on the observed reflectance. This effect can attribute
to two cases: 1) a seasonal variation of the surface,
e.g., occurrence of rains or snow, and 2) a bidirectional
variation, because the geometrical solar configuration
evolves with time, which is linked to the bidirec-
tional effects above. A desert site is usually dry, so
the seasonal variation induced by surface variation is
negligible.

e) Long-term stability. Although a desert site is supposed
to be stable with time, ten TM/ETM+ images within
ten years are used to verify the long-term stability of
the site. The acquiring dates of images are listed in
Table III. The mean reflectance and the standard devi-
ation for all images by spectral band are calculated and
listed in Table IV. The mean deviations of reflectance
in ten years are 1.7%, 2.9%, 0.9%, and 1.0% for bands
1, 2, 3, and 4, respectively, which are less than 4%
documented in [11]. In addition, the scatterplots of
the reflectance between the image on March 3, 2000,
and any other image (see Fig. 3) have a very high
R2 value, which is more than 0.98 and even 0.99;
therefore, the calibration site has high radiometric and

Fig. 3. Example for the stability verification of the calibration site. (a) Landsat
imagery of calibration site on March 3, 2000. (b) Landsat imagery of calibration
site on February 3, 2010. (c) Scatterplot of reflectance of the two images above.

spatial stability. Thus, the long-term stability of the
calibration site is excellent.

2) There are a lot of lakes within the calibration site [see
Fig. 2(b): true color composite of Landsat ETM+ im-
age], which are seldom polluted, so the aerosol optical
depth (AOD) of the calibration site can be determined
accurately using the dark object (DO) method [14].

3) The surface material in the site is only sand, but the
topography is hilly. This affords a wide range of local
slopes and aspects of the same basic material, a natural
data set for characterizing the material BRDF.

B. AOD Retrieval and Atmospheric Correction for Landsat
TM and ETM+ Imagery

In order to accurately fit the site’s BRDF characterization
using Landsat TM/ETM+ imagery, the surface reflectance
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TABLE V
EXAMPLE FOR THE 6S PARAMETER SETUP

Fig. 4. Example for AOD retrieval using the DO method.

needs to be retrieved first. Since many clear lakes are within
the calibration site, the DO method [14] is used to retrieve
the AOD at 550 nm (hereafter, AOD is referred to AOD at
550 nm) for Landsat TM/ETM+ imagery. The DO method
[14] is a widely used method for atmospheric correction of
remotely sensed imagery nowadays, which has advantages of
easy performing and high accuracy. This method supposes that
there is an area in the image where the reflectance is so small
that can be neglected (such as hill shading, dense vegetation,
and clean water). The radiance of this area is then considered to
be caused by atmosphere only, so the AOD can be calculated
through radiative transfer code like 6S [15]. The clear lakes
of the study area can be considered as DO to be used for
atmospheric correction. Based on the DO method [14], we can
set up the relationship between AOD and the TOA radiance
for the study area. First of all, we need to set up a set of
parameters for the 6S model as input, including atmospheric
model, aerosol model, geometrical condition (including solar
zenith, solar azimuth, view zenith, and view azimuth), wave-
length, surface reflectance, and a set of AODs. For a given
TM/ETM+ image, the parameters for the 6S model are set up
like Table V. In the parameter table, only AOD can be changed,
and every input AOD is corresponding to a TOA radiance as
output. Consequently, the relationship between AOD and TOA
radiance is set up. Fig. 4 shows an example of the relationship
between AOD and TOA radiance. Therefore, the AOD for each
image in this study can be estimated through the correlation
like Fig. 4.

For example, for image on March 28, 2003, we can calculate
its AOD as follows.

1) We get the image radiance based on its calibration
coefficients.

TABLE VI
RETRIEVED AOD FOR LANDSAT TM AND ETM+ IMAGERY

2) The radiance on the lake area of the blue band (52.87 w/
m2/sr/mic) is extracted from the image.

3) Based on the relationship between AOD and TOA radi-
ance, the AOD is interpolated.

Based on the aforementioned method, we calculate the AODs
for all 25 images in this study through 2000 to 2010, and the
result is shown in Table VI.

Since the calibration site within an area of 30 km by 30 km is
hardly influenced by human activities, the derived AODs for
lake areas are used to correct the atmospheric effect for the
whole calibration site.

C. Site’s BRDF Fitting

As shown in Fig. 2(b), there are many different sizes of sand
dunes within the site, so the topography of the site is hilly.
Therefore, for every pixel in the image, the solar illuminations
and view geometries corresponding to slopes are varying in
a very large range. That is, the solar angles of slope (zenith
and azimuth angles) and viewing angles of slope (zenith and
azimuth angles) are varied pixel by pixel, although these pixels
are all nadir viewed in Landsat TM/ETM+ imagery. Fig. 5
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Fig. 5. Illustration of the solar illuminations and view geometries varying
with slope in the calibration site. For different slope elements corresponding
to different pixels in remotely sensed imagery, the solar illuminations and view
geometries of slope are varying.

shows an example. For different slope elements corresponding
to different pixels in remotely sensed imagery, the land surface
is not changed, but the solar zenith of slope (θs) and view zenith
of slope (θv) are so different. For this calibration site, only if
the solar illuminations and view geometries of every pixel cor-
responding to slopes in nadir-viewing Landsat TM/ETM+ im-
agery are known, the BRDF can consequently be reconstructed.

1) Slope and Aspect Calculation: In order to get the solar
illuminations and view geometries of slopes for every pixel
in Landsat TM/ETM+ imagery, the ASTER GDEM product
is used. The GDEM was created by stereo-correlating the 1.3
million scene ASTER visible/NIR archive, covering the Earth’s
land surface between 83◦ N and 83◦ S latitudes. The GDEM is
produced with 30-m postings and is formatted in 1 × 1 degree
tiles as GeoTIFF files. Each GDEM file is accompanied by a
Quality Assessment file, either giving the number of ASTER
scenes used to calculate a pixel’s value or indicating the source
of external DEM data used to fill the ASTER voids.

Therefore, we use topographic modeling [16] on the ASTER
GDEM product to extract parametric information, including
slope and aspect, which can be calculated using

s=arctan
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where s is the slope and a is the aspect. The slope is measured
in degrees with the convention of 0◦ for a horizontal plane and
the aspect angle with the convention of 0◦ to the north (up) and
angles increasing clockwise.

2) Solar Illuminations and View Geometry Calculation: For
every pixel in a remotely sensed imagery, since the positions
of sun and sensor are known, the solar illuminations and view
geometries of slopes are determined by the slope and aspect

Fig. 6. Coordinate system and rotation. (a) Global coordinate system.
(b) Local coordinate system.

only, which is depicted in Fig. 5. Since the slope and aspect
can be calculated from the ASTER GDEM product, the pixel’s
solar illuminations and view geometries can be calculated.
The method for calculating the solar illuminations and view
geometries is as follows.

After the slope and aspect for each pixel are calculated, a
local coordinate system is built for each pixel [Fig. 6(b)].

The sun and view angles provided in Landsat TM/ETM+
data are in the global coordinate system [the xoy plane is built
on the horizontal plane; see Fig. 6(a)]; consequently, the sun
and view angles are the same for all pixels. The view zenith and
azimuth angles are 0◦ in the global coordinate system because
nadir-viewing Landsat TM/ETM+ imagery has a narrow swath.
In order to get the incidence and view angles of every pixel in
the local coordinate system, we need to convert the coordinates
in the global coordinate system to those in the local coordinate
system. The sun-view geometries of local systems are the real
sun-view geometries of every pixel [Fig. 6(b)].

In Fig. 6, the M represents the sun position; the x-, y-,
and z-axes represent the south, east, and zenith directions,
respectively; θ is the solar zenith angle; and ϕ is the solar
azimuth angle in the global coordinate system.

The transformation between the Descartes coordinate in the
local coordinate system (x′, y′, z′) and the Descartes coordinate
in the global coordinate system (x, y, z) is described as⎡

⎣x′

y′

z′

⎤
⎦ =R2R1

⎡
⎣x
y
z

⎤
⎦ (3)

R1 =

⎡
⎣ cosϕ1 sinϕ1 0
− sinϕ1 cosϕ1 0

0 0 1

⎤
⎦ (4)

R2 =

⎡
⎣ cos θ1 0 sin θ1

0 1 0
sin θ1 0 cos θ1

⎤
⎦ (5)

where ϕ1 and θ1 are the rotation angles corresponding to slope
and aspect angles, respectively.

The solar zenith of slope can be also calculated quickly using
the formula as follows [17]:

cos θ′ = cos θ cos s+ sin θ sin s cos(ϕ− a) (6)

where θ′ is the solar zenith of slope, θ is the solar zenith of
plane, ϕ is the solar azimuth of plane, s is the slope angle, and
a is the aspect angle.
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TABLE VII
STATISTICS OF VARIATION RANGE OF VIEW ZENITH OF SLOPE,
SOLAR ZENITH OF SLOPE, AND RELATIVE AZIMUTH OF SLOPE

OF LANDSAT ETM+ IMAGERY IN THE CALIBRATION SITE

The solar elevation (of plane), solar azimuth (of plane), solar
zenith (θ′s) range of slope, view zenith (θ′v) range of slope, and
relative azimuth (ϕ′) range of slope for 12 scenes of Landsat
ETM+ images are calculated and listed in Table VII.

3) Site’s BRDF Characterization: From the statistics in
Table VII, it is found that the view zenith ranges of slope from
0◦ to 59.29◦, the solar zenith ranges of slope from 0◦ to almost
90◦, and the relative azimuth ranges of slope from 0◦ to 180◦

for any Landsat ETM+ imagery; therefore, the variation range
of solar illuminations and view geometries in just one scene of
Landsat ETM+ imagery can be satisfied to fit the site’s BRDF
characterization. However, the solar zenith angles of slope for
a specific solar illumination corresponding to a single ETM+
image mainly distribute within a specific range [see Fig. 7(a)].
For different solar illuminations, the ranges of solar zenith angle
of slope are different [see Fig. 7(a)]; therefore, the solar zenith
angles of slope will be evenly distributed within 0◦−90◦ as
long as there are enough solar illuminations corresponding to
ETM+ images with different acquisition dates [see Fig. 7(b)].
Fig. 7(a) shows the distribution of solar zenith angle of slope
for three different ETM+ images, and Fig. 7(b) shows the solar
zenith angle of slope distribution for the combination of the
three ETM+ images, which clearly shows that the solar zenith
angle range of slope from three combined ETM+ images is
more evenly distributed within 0◦–90◦ than the solar zenith
angle range of slope from any single ETM+ image.

Based on the aforementioned analysis, we use six scenes of
Landsat ETM+ Level-1G data on different dates to better fit
the BRDF of the calibration site. In this paper, in order to keep
more information, we use 4-D surface (θ′s, θ′v , ϕ′, and ρ; θ′s, θ′v,
and ϕ′ are the variables, and ρ is a value of surface reflectance)
to characterize the site’s BRDF instead of statistical BRDF
models. The statistics of surface reflectance (ρ), solar zenith
angle of slope (θ′s), viewing zenith angle of slope (θ′v), and

Fig. 7. Solar zenith angle of slope histogram of the calibration site. (a) Solar
zenith angle of slope distribution range from single Landsat ETM+ image
(images from left to right are May 28, 2002, March 3, 2000, and January 1,
2001, respectively). (b) Solar zenith angle of slope distribution from the
combination of three Landsat ETM+ images.

Fig. 8. Comparison between (left) the simulated Landsat ETM+ imagery and
(right) the actual Landsat ETM+ imagery on October 16, 2001. The simulated
image looks very similar to the actual image except that the spatial resolution
of the simulated image looks coarser.

relative azimuth of slope (ϕ′) are made from the six images.
We then set up a mapping between the angles (variables) and
the surface reflectance (function). In other words, the mapping
is equivalent to a lookup table. The solar zenith angle of slope,
observation zenith angle of slope, and relative azimuth angle
of slope (θ′s, θ

′
v, ϕ

′) are inputs, and the output is the surface re-
flectance (ρ). Therefore, for any combination of (θ′s, θ

′
v, ϕ

′), the
corresponding ρ can be obtained from the lookup table by inter-
polating. In practical use, the same combinations of (θ′s, θ

′
v, ϕ

′)
usually correspond to the different reflectance. However, under
the circumstance, the mode value of ρ is used. The cubic
interpolation function of Matlab (griddata3 function) is used in
the simulation. The griddata3 function in Matlab first finds the
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TABLE VIII
COMPARISON BETWEEN ACTUAL SURFACE REFLECTANCE AND THE SIMULATED ONE ON BAND 1

Fig. 9. Difference error between the actual surface reflectance and the sim-
ulated one for Landsat TM/ETM+ bands 1, 2, 3, and 4 corresponding to the
lines in the figure from bottom to top, respectively.

discrete points according to the three features around the insert
point by the Delaunay method. A triangle was then created by
the three discrete points. Finally, the linear interpolation or the
cubic equation interpolation could be chosen to calculate the
value of any insert point within the triangle.

In order to verify the accuracy of the BRDF characterization,
we use the 4-D surface to simulate the surface reflectance for all
collected Landsat TM and ETM+ images. Fig. 8 shows an ex-
ample of simulation for the Landsat ETM+ imagery on October
16, 2001. The mean surface reflectance of every image is then
compared with that of the actual Landsat TM/ETM+ imagery
(atmosphere corrected using the derived AOD in Table VI),
and the comparison results for band 1 are listed in Table VIII.
The difference errors in percentage for bands 1, 2, 3, and 4 are
plotted in Fig. 9.

Comparing with the actual Landsat TM/ETM+ images, the
mean difference errors of the simulated images are 2.68%,
1.92%, 2.68%, and 2.32% for bands 1, 2, 3, and 4, respectively.
It is obvious that the derived BRDF characterization has very
good agreement with the real situation. Therefore, the derived
BRDF characterization can be used to simulate the surface
reflectance of HJ-1/CCD effectively.

Fig. 10. Time series of TOA reflectance of HJ-1/CCDs from 2008 to 2012.
(a) HJ-1A/CCD1. (b) HJ-1A/CCD2. (c) HJ-1B/CCD1. (d) HJ-1B/CCD2.

D. HJ-1/CCD Radiometric Characteristics

In order to have overall knowledge of the radiometric char-
acteristics of HJ-1/CCDs, we plot out the four years’ time
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TABLE IX
INFORMATION OF THE SELECTED IMAGE PAIRS OF HJ-1B/CCD2 AND MODIS SATISFYING THE CRITERIA

Fig. 11. Comparison of TOA reflectance between MODIS data and HJ-1B/CCD2 data with very high similarity on passing date–time and view geometry in
(upper left) 2009, (upper right) 2010, (lower left) 2011, and (lower right) 2012. The dashed line is the 1 : 1 line, and the solid line is the linear fitting.

series of average TOA reflectance at the calibration site for
each CCD in Fig. 10 using the calibration coefficients given by
CRESDA. Although the calibration site is very stable with time,
the average TOA reflectance of all four CCDs is varied year by
year. From Fig. 10, the TOA reflectance variation between two
years can reach 0.085, 0.065, 0.075, and 0.075 at blue, green,
red, and NIR bands, respectively, which is close to 1/2 TOA
reflectance on blue band and 1/3 TOA reflectance on NIR
band. Furthermore, the variations do not just exist within a year
but interyear, which is an obvious evidence showing that the
calibration is not consistent year by year. In addition, all HJ-1/
CCD data are manually checked to make sure that they are very
clear (out of cloud and haze contamination), which minimizes
the effects induced by atmosphere condition change. Some of
the variations are maybe induced by the change of surface
condition. In order to decouple the site changes with those
experienced by the instrument, we use data from Moderate
Resolution Imaging Spectroradiometer (MODIS) onboard the
Terra satellite as reference to check the yearly variations of
HJ-1/CCD data. MODIS is a state-of-the-art instrument with
very high radiometric capacity and has very high temporal
frequency, so we compare the apparent reflectance of HJ-1/
CCD data with MODIS level-1b data (500-m resolution), in-
cluding MOD02 (Level-1B Calibrated Geolocation Data Set)
and MOD03 (Geolocation Data Set). In this comparison, the

MODIS level-1b data from collection 6 are used because of
their improved calibration [18] from collection 5. In order to
make them comparable, we define several criteria: 1) They have
very close passing time, which make them out of the influence
of atmosphere condition change; 2) they have very close view
zenith, getting rid of the bidirectional effect; 3) they are out
of cloud contamination; and 4) the HJ-1/CCD is resampled to
500 m. The selected image pairs of HJ-1B/CCD2 and MODIS
satisfying the aforementioned criteria and their information are
listed in Table IX. We plot out the scatterplot of the apparent
reflectance of the image pairs in Table IX. Fig. 11 gives an
example of the scatterplot of blue band (band 3 of MODIS and
band 1 of HJ-1/CCD) in 2009, 2010, 2011, and 2012. If we
suppose that the radiometric stability of MODIS is good, the
radiometry of HJ-1B/CCD2 is varied. The tendency of variation
from Fig. 11 is the same as that from Fig. 10, which is that the
TOA reflectance of the two data is consistent in 2009, the TOA
reflectance of HJ-1B/CCD2 is lower in 2010 and 2011, and the
TOA reflectance of HJ-1B/CCD2 is higher in 2012. Since the
factors, including aerosol, cloud, weather, solar illumination,
view geometry, and spatial resolution, are all considered and
minimized, the calibration is the only reason for explaining the
radiometric difference between MODIS and HJ-1/CCD data.
We have done this work for all HJ-1/CCD data, and the slope,
intercept, and R2 are listed in Table X. Therefore, the yearly
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TABLE X
SLOPE, INTERCEPT, AND R2 OF THE SCATTERPLOT BETWEEN HJ-1/CCD AND MODIS

IMAGE PAIRS WITH CLOSE PASSING DATE–TIME AND VIEW GEOMETRY

and interyear variations are mainly induced by radiometric
calibration inconsistency. Thus, the cross-calibration of HJ-1/
CCD is necessary.

E. HJ-1/CCD Cross-Calibration

In this paper, 36 scenes of HJ-1/CCD, including HJ-1A/
CCD1, HJ-1A/CCD2, HJ-1B/CCD1, and HJ-1B/CCD2, from
May to October, 2009 are chosen. All HJ-1/CCD images are
listed in Table IV. The major steps of cross-calibration include
the following: 1) HJ-1/CCD surface reflectance simulation;
2) AOD retrieval for HJ-1/CCD images; 3) HJ-1/CCD TOA
reflectance simulation using the derived AOD and simulated
surface reflectance from steps 1) and 2); and 4) comparison
between simulated and actual HJ-1/CCD TOA reflectances.

1) HJ-1/CCD Surface Reflectance Simulation: First, the
chosen HJ-1/CCD and ASTER GDEM product are used to-
gether to calculate the solar illuminations and view geometries
for all HJ-1/CCD imageries.

Second, the calculated solar illuminations and view geome-
tries are put into the derived BRDF characterization of the cal-
ibration site to simulate the surface reflectance for every HJ-1/
CCD image.

Third, since the spectral responses of Landsat ETM+ and
HJ-1/CCD are different, the spectral matching between the two
different sensors needs to be done. Fig. 12 shows the spectral
response profiles of HJ-1/CCDs and Landsat ETM+. The spec-
tral matching factors are calculated to account for the difference
induced by spectral response function between Landsat ETM+
and HJ-1/CCD. The spectral matching factor is defined as

a =

λ2∫
λ1

ρλ ∗ fHJ(λ)dλ

/ λ4∫
λ3

ρλ ∗ fETM(λ)dλ (7)

where a is the spectral matching factor; λ is the spectral
wavelength; ρλ is the ground measured spectrum of the desert
at the calibration site, which is plotted in Fig. 13; and fHJ(λ)
and fETM(λ) are the spectral response functions for HJ-1/CCD
and Landsat ETM+ respectively. λ1 ∼ λ2 is the spectral range
of HJ-1/CCD; λ3 ∼ λ4 is the spectral range of Landsat ETM+.

A guide from local travel agency drove us, a group of five
persons, into the Badain Jaran desert on July 13–14, 2012.
Along the driving route, 138 surface spectra of desert surface
were measured using an SVC HR-1024 high-resolution field
portable spectroradiometer on 20 spots, whose geographical
coordinates are listed in Table XI. The detailed information of
the spectroradiometer can be found at http://www.spectravista.
com. The data were processed using the software provided with
SVC HR-1024. Since the spectra of desert surface are very
similar, we randomly take out 30 spectra from the 138 spectra
to get an averaged spectrum, which is shown in Fig. 13. The
averaged spectrum is used to calculate the spectral matching
factor.

Based on the definition of spectral matching factor, the
spectral matching factors of HJ-1/CCD to Landsat ETM+ are
calculated and listed in Table XII.

2) AOD Retrieval: Since the calibration site is not only
homogeneous but also covers an area of 30 km by 30 km only,
we assume that the AOD variation is negligible. Therefore,
we introduce an AOD retrieval algorithm by Liang and Zhong
[19], [20], which takes full advantage of MODIS multitemporal
observation capability. The central idea of this algorithm is to
detect the “clearest” observation during a temporal window
for each pixel. Therefore, only if the AODs for the “clearest”
observations are known, the AODs of other “hazy” observations
can be interpolated from the surface reflectance of the “clearest”
observations [20].
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Fig. 12. Spectral response profiles of Landsat ETM+ and HJ-1A/CCDs in corresponding first to fourth wavelength regions.

Fig. 13. Spectra plot of the desert at the calibration site.

For our study, we make four modifications for this algorithm
to get more accurate site BRDF and AODs.

1) AOD determination for the “clearest” days: Since a lot
of unpolluted lakes are located within the calibration site,

the lowest AOD or the AOD for the “clearest” days can
be determined by the DO method accurately using high-
spatial-resolution remotely sensed imagery like Landsat
TM and ETM+. The calculated AODs are listed in
Table VI.

2) We shrink the use of the algorithm from global to the
desert calibration site, which is stable, so it can take full
advantage of this algorithm to get more accurate surface
reflectance.

3) In the former algorithm [19], Liang et al. identify the
“clearest” days using the minimum blue band TOA re-
flectance without considering the variation induced by
view geometries; here, we identify the “clearest” obser-
vations for every 10◦ in view zenith angles from 0◦ to
50◦ (0–10, 11–20, 21–30, 31–40, and 41–50). Practically,
when the view zenith angle is larger than 50◦, the observa-
tion is pretty much changed; thus, the images with view
zenith angle larger than 50◦ are not used in this study.
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TABLE XI
GEOGRAPHICAL COORDINATES OF THE 20 SPOTS WHERE THE DESERT SPECTRA ARE MEASURED

TABLE XII
SPECTRAL MATCHING FACTOR BETWEEN

HJ-1/CCD AND LANDSAT-7 ETM+

TABLE XIII
AOD OF HJ-1/CCD IMAGES (550 nm)

Therefore, the BRDF and AOD derivations for higher
view zenith angles are much more accurate.

4) We use the Staylor–Suttles BRDF model [21] instead
of Walthall BRDF model [22] for better describing the
directional characterization of the desert calibration site.

The derived AODs for all HJ-1/CCD images are listed in
Table XIII.

3) HJ-1/CCD TOA Radiance Simulation and HJ-1/CCD
Calibration Coefficients Calculation: With the derived HJ-1/
CCD surface reflectance and AOD, the TOA radiance of HJ-1/
CCD can be calculated using a radiative transfer code like
6S [15]. An example of the simulated TOA radiance and its
corresponding digital number (DN) images for HJ-1A/CCD1
image on June 28, 2009, are shown in Fig. 14. The mean TOA
radiance for every HJ-1/CCD image is listed in Table XIV.

From the statistics in Table XIV, the calibration coefficients
for HJ-1/CCD can be calculated using

L =
DN
A

+ L0 (8)

where L is the TOA radiance, A is the gain, and L0 is the offset.
The unit for L and L0 is W · m−2 · sr−1 · μm−1.

Fig. 14. Example of simulated TOA radiance and its corresponding DN of
HJ-1A/CCD1 image on June 28, 2009. (a). Simulated TOA radiance and data
number of Band1. (b). Simulated TOA radiance and data number of Band2.
(c). Simulated TOA radiance and data number of Band3. (d). Simulated TOA
radiance and data number of Band4.
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TABLE XIV
MEAN OF SIMULATED TOA RADIANCES (L) AND IMAGE DN FOR HJ-1/CCD IMAGES

In this paper, the offset L0 is fixed, and the prelaunch offset
for each band is used; therefore, every scene of HJ-1/CCD
image will produce a new gain. The average of gains from all
images is used as the final gain, which is used in the validation
section as follows. The results are shown in Table XV.

III. VALIDATION

A. Ground Campaign Introduction

In order to validate the cross-calibration method, the HJ-1
synchronized ground measurements of land surface spectra and
atmospheric parameters at Dunhuang test site are used. The
ground campaigns for HJ-1/CCD vicarious calibration have
been carried out by China Center for Resources Satellite Data
and Application every year since 2009. Dunhuang test site,
Gansu Province, China, which is one of the China Radiometric
Calibration Sites for the vicarious calibration of Chinese space-
borne sensors, was selected in 2008 by the Working Group on

Calibration and Validation of the Committee on Earth Obser-
vation Satellites as one of the instrumented reference sites. The
site is spatially uniform with a coefficient of variation (standard
deviation/mean) less than 2% of the spectral reflectance over
the 10 km by 10 km central region [23]. The details for the
ground campaigns are listed in Table XVI.

B. Procedure for Validation

Using the HJ-1 synchronized ground measurements, the pro-
cedure for validation of cross-calibrating method is illustrated
in Fig. 15. The procedure includes four parts.

1) Calculate the TOA radiance of Dunhuang test site using
ground spectra and atmospheric parameters from ground
campaigns.

2) Choose HJ-1/CCD images at Dunhuang test site synchro-
nized with ground campaigns, and the chosen images
are listed in Table XVI; calculate the TOA radiance of
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TABLE XV
CALIBRATION COEFFICIENTS FOR HJ-1/CCDS USING THE NEW CROSS-CALIBRATION APPROACH

TABLE XVI
DETAILS OF SYNCHRONIZED GROUND CAMPAIGNS AT DUNHUANG CALIBRATION SITE AND CORRESPONDING HJ-1 IMAGERY LIST

AT DUNHUANG TEST SITE AND BADAIN JARAN CALIBRATION SITE FOR CROSS-CALIBRATION VALIDATION

Dunhuang test site from synchronized HJ-1/CCD images
using given calibration coefficients, and the results are
listed in Table XVII.

3) Choose HJ-1/CCD images at Badain Jaran desert whose
date is close to that of HJ-1/CCD images of Dunhuang
test site, which are listed in Table XVI; calculate the
cross-calibration coefficients using the method described
at the former section, and the coefficients are listed in
Table XVII. Calculate the TOA radiance of Dunhuang
test site using the new cross-calibration coefficients, and
the results are listed in Table XVII.

4) Compare the three sets of TOA radiance of Dunhuang test
site, and the comparison results are listed in Table XVII.

C. Comparisons and Analyses

In this validation, four ground campaigns synchronized with
all four CCDs (1A/CCD1, 1A/CCD2, 1B/CCD1, and 1B/
CCD2) have been done in three consecutive years from 2009 to
2011. The details of the campaigns are listed in Table XVI. The
validation results are listed in Table XVII. By comparisons of
the TOA radiance from ground measurements, cross-calibration
coefficients, and given calibration coefficients, it shows the
following.

1) Compared to TOA radiance from ground measurements,
all errors of the TOA radiance from the new cross-
calibration method are less than 5% or close to 5%.
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Fig. 15. Cross-calibrating validation procedure through comparison of TOA radiances by calculating using ground measurements, given calibration coefficients,
and cross-calibration coefficients, respectively.

TABLE XVII
HJ-1/CCD CROSS-CALIBRATION VALIDATION RESULTS

2) Compared to TOA radiance from ground measurements,
most of the errors of the TOA radiance from the given
calibration coefficients are larger than 5%.

3) Almost all errors of TOA radiance from the cross-
calibration method are less than that from the given
calibration coefficients.



7262 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 52, NO. 11, NOVEMBER 2014

Therefore, the proposed cross-calibration method performs
very well for different HJ-1/CCD cameras in consecutive
years and satisfies the requirement of 5% error from ground
measurements for radiometric calibration procedure. Com-
pared to the given calibration coefficients provided once every
year, the cross-calibration method can provide the calibration
coefficients as much as possible only if there is HJ-1/CCD
imagery at the Badain Jaran desert calibration site without
cloud contamination; the cross-calibration method proposed in
this paper, thus, can be made a routine procedure for cross-
calibrating HJ-1/CCDs.

IV. CONCLUSION AND DISCUSSION

In this paper, a new cross-calibration method for HJ-1/CCDs
has been proposed by using Landsat ETM+ imagery. Al-
though the wide swath coverage of HJ-1/CCD made a much
shorter revisiting period than Landsat ETM+, the much larger
view angles close to 50◦ made them difficult to be cross-
calibrated using similar sensors like Landsat TM/ETM+, which
are mostly observing the Earth in nadir. The Badain Jaran
desert calibration site has a homogeneous surface material,
which is sand, but the topography is hilly. This affords a
wide range of local slopes and aspects of the same basic
material, a natural data set for characterizing the material
BRDF. Based on the aforementioned fact, the well-calibrated
Landsat ETM+ imagery and ASTER GDEM product are
used together to retrieve the BRDF characterization of Badain
Jaran desert calibration site and cross-calibrate HJ-1/CCDs.
Based on the validation using data from ground campaigns
at Dunhuang test site, the new method performs very well
for different HJ-1/CCD sensors in consecutive years and sat-
isfies the requirement of 5% error from ground measurements
for radiometric calibration procedure. Compared to the given
calibration coefficients provided once every year, the cross-
calibration method can provide the calibration coefficients as
much as possible only if there is HJ-1/CCD imagery at Badain
Jaran desert calibration site without cloud and haze contamina-
tion; the cross-calibration method proposed in this paper, thus,
can be proposed as a routine procedure for cross-calibrating
HJ-1/CCDs.

The horizontal resolution of ASTER GDEM product used in
this method is only a litter higher than 120 m, and the accuracy
is highly correlated to the resolution of DEM; therefore, this
method can be improved with the use of ASTER GDEM
product version 2 or even higher resolution DEM product.
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