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Estimation of Forest Canopy Height
Over Mountainous Areas Using Satellite Lidar

Zhou Fang and Chunxiang Cao

Abstract—The full waveform data of the large-footprint Geosci-
ence Laser Altimeter System (GLAS) on the Ice, Cloud, and land
Elevation Satellite, together with airborne light detection and
ranging (lidar) data, were employed to retrieve the basal-area
weighted mean height (Lorey’s height) over sloping terrain in the
Qilian mountains region, western China. Over mountainous areas
with high relief and complex terrain, a GLAS waveform is charac-
terized by multiple energy peaks, which ground and surface objects
may be broadened and mixed, making the extraction of canopy
height difficult. This study focuses on forests in a mountainous area
to derive mean tree height directly from the GLAS waveform
information and Gaussian decomposition results. We derived a
relationship between the weighted mean tree height derived from
airborne lidar data and the predicted mean tree height within the
GLAS footprints; the resulting equation explained 82.8% of vari-
ance, with an RMSE of2.8 m. Based on the analysis of different slope
categories, it can be demonstrated that the proportion of energy and
characteristics of the Gaussian curves greatly influenced the extrac-
tion of mean tree height in mountainous areas.

Index Terms—Gaussian decomposition, Geoscience Laser
Altimeter System (GLAS), Ice, Cloud, and land Elevation Satellite
(ICESat), light detection and ranging (lidar), mean tree height,
mountainous areas.

1. INTRODUCTION

REE height is the basis for dividing forest layers and one

of the leading dimensions of ecological variations among
tree species. Not only does it reflect the forest land productivity, it
is closely related to the standing volume and volume growth rate
[1]. In recent years, with the rapid development of lidar remote
sensing, national or regional forest resources inventory faces an
opportunity, also a challenge. Lidar remote sensing is divided
into three platforms—ground, airborne, and spaceborne accord-
ing to platform height [2]. According to different recording
modes of return signals, it can be divided into full waveform
lidar data and discrete-return lidar data. The former is mainly
used for assessing forest vertical structure parameters at large
scales, from regional to continental and global extents, the latter
provides the best measurement accuracy of terrain elevation and
vegetation height, even on sloped terrain or for dense forests.
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Lidar is one of the most promising technologies in forestry,
which shows potential for timely and accurate measurement of
forest biophysical properties over time [3], [4]. Whether using
the high density point cloud data to assess individual tree
parameters [5]-[7], low density point cloud data are used to
derive measurements at stand scale [8]-[10], or the large foot-
print, full waveform data satellite lidar data for regional and even
global scale forest inventories [11]-[15] are actively promoting
the overall level of lidar researches in forestry application.
However, in the face of massive data and pricey fares, airborne
lidar data are usually limited to local or regional scale, rarely at
the extent of country-level or continental-level. But point cloud
data can be used as calibration data for large footprint data in
regional forest resources inventory.

Large footprint, full waveform satellite lidar data, such as data
provided by the Geoscience Laser Altimeter System (GLAS)
aboard the Ice, Cloud, and land Elevation Satellite (ICESat),
record a continuous stream of data from the returned lidar pulses,
as these reflect the vertical distribution of the terrain and vegeta-
tion within each footprint. Original waveform analysis includes
direct measurement [16] and waveform decomposition. GLAS
waveforms can be considered as the sum of individual Gaussian
returns reflected from each element within the footprint [17],
[18]. Modeling forest characteristics from GLAS waveform
metrics is another approach. Lefsky ef al. [19] used three
waveform metrics to estimate mean tree height, and estimated
forest canopy height with an RMSE of 5 m (83% of variance in
forest canopy height explained). Popescu et al. [20] compared
forest parameters derived from GLAS and airborne lidar, results
indicated a very strong correlation for terrain elevations between
GLAS and airborne lidar. Sun et al. [21] found that a high
correlation existed between airborne lidar measures of canopy
height and GLAS measures of canopy height, based on quartile
energies from both data. GLAS waveforms from flat, homoge-
nous terrain can be directly and quickly extracted [21]. Over
mountainous areas with large relief and complex terrain, the
peaks from ground and surface objects can be broadened and
mixed, making the identification of ground elevation and tree
structural parameters difficult [22]. China is a mountainous
country, having two-thirds of the area occupied by mountains.
We should make good use of GLAS waveforms in the moun-
tains, they can provide so much information, and account for a
very large proportion. Researchers focused on the use of GLAS
data to extract maximum tree height over mountainous areas
[231-[25], but few studies focused on mean tree height. Gaussian
decomposition is an excellent and well-documented method
to derive height information from GLAS waveform. And many
metrics directly extracted from GLAS waveform should be
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Fig. 1. (Left) Gansu province administrative zoning map, the image on the right side Gansu layout is one TM image, the red area represents the location of our study
area. (Right) GLAS footprints over our study area, only the GLAS shots acquired under no or low cloud conditions were chosen, which include L2A (down arrow) and

L3K (up arrow).

researched in mean tree height extraction. Maximum height
is subjected to large sampling error in the field, in contrast to
mean tree height which is the average of a number of observa-
tions [19]. Meanwhile, recent studies show that small footprint
airborne lidar is useful for estimating forest stand variables that
include mean tree height even with low point cloud density
[26]-[29].

In this study, airborne lidar data were used to derive regional
mean tree height, and field surveying data were used to validate
the airborne data. A classification map derived from TM image
was used to select the GLAS footprints which were in vegetation
covered areas. The main objectives of this study are to 1) develop
an accurate Gaussian decomposition to consistently account for
the influence of terrain in moderate and high relief areas, 2) utilize
mean tree height derived from airborne lidar data and GLAS
waveform metrics to explore what metrics influence the mean
tree height over mountainous areas, and 3) examine how terrain
slopes affect the utility of GLAS waveform metrics to model
mean tree height.

II. STUDY AREA AND DATA
A. Study Area

Our study site of Dayekou is situated in Qilian Mountains.
Qilian Mountains cover three plateaus, including Qinghai-Tibet,
Inner Mongolia-Xinjiang, and Loess, western China. According
to the SRTM data with a resolution of 1-arc second, the elevation
varies from 2500 to 3800 m above the sea level. The landscape is
composed of high mountains and deep valleys, a mean slope of
9.95°, with a maximum of 56.26°. Temperature fluctuation is
large, rainfall focuses on summer, temperature and precipitation
change significantly as altitude increases.

Evergreen coniferous natural secondary forest is the main
forest vegetation type in the study area. The Picea crassifolia and
Sabina przewalskii are major tree species which widely distrib-
ute in the eastern Qilian, the former constitutes the main forest
part and the latter forms a sparse stand in the alpine and subalpine
sunny slope zones. Fig. 1 shows the location of the area and the
selected GLAS data.

B. Field Measurements

Filed measurements were acquired to provide accuracy infor-
mation for measurements, such as diameter at breast height
(DBH), tree height, and crown breadth. Filed data were acquired
during June 1-28, 2008 at 63 square-shape plots. Each sample
plot’s size was 25 m x 25 m. Caliper, laser range finder, LAI-
2000, surveyor’s pole, and tape measure were used to measure
DBH, tree canopy height, LAI, height under branch, and crown
breadth in two main directions, respectively (Table I). The heights
were measured for all the sample trees (DBH greater than 2.5 cm),
and for each plot the mean height was computed as the Lorey’s
height which weights the contribution of trees to the stand height
by their basal area [30]. Lorey’s height (k) was calculated by
multiplying the tree height (h) by its basal area (g), and then
dividing the sum of this calculation by the total stand basal area:

_Zg*h
hL_—Zg . (1)

C. Airborne Lidar Data

Airborne lidar data were acquired in June, 2008 from an
average altitude of 760 m above ground level. The lidar system
(IGI-Litemapper 5600) with laser scanner Riegl LMS-Q560 used
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TABLE I
SUMMARY STATISTICS OF 63 FIELD SAMPLE PLOTS (25 m X 25 m) IN QILIAN
MOouNTAINS
Symbol Mean Minimum Maximum
Density
(number of trees) 37.00 12.00 150.00
Diameter
(cm; 1.3 m aboveground) 16.31 3.07 47.10
Mean height (m) 10.07 4.26 15.01
Lorey’s height (m) 13.90 4.79 19.83
Maximum height (m) 18.75 6.44 26.52
Mean crown length (m) 4.33 1.16 8.74
Leazlf azrea index (LAI) 292 141 576
(m*/m°)
Biomass (t/ha) 114.46 36.88 174.83

a narrow scan angle of <0.5 mrad either side of NADIR and
with a point density of about 1 return/ m?. The reported hori-
zontal and vertical accuracies with the Litemapper 5600 system
are 10 and 3 cm, respectively, the average footprint size was
38 cm. The z, y, and z positions (easting, northing, and elevation)
and intensity of each pulse were supplied for the first and last
pulse and geo-referenced to WGS 1984, UTM Zone 47 N.

D. ICESat/GLAS Data

The NSIDC (National Snow and Ice Data Center) dissemi-
nates 15 Level-1 and Level-2 GLAS data products (http://nsidc.
org/data/icesat/). The ICESat’s science mission launched on
January 12, 2003, after 7 years in orbit and 18 laser-operations
campaigns, it ended due to the failure of its primary instrument.
ICESat was equipped with three lasers, all three of the ICESat
lasers stopped collecting data, L1 on March 29, 2003, L2 on
October 11, 2009, and L3 on October 19, 2008. The products
used in this study included GLAO1 (L1A Global Altimetry) and
GLA14 (L2 Land Surface Altimetry) from Release-33. GLAO1
contains transmitted and received waveforms from the altimeter,
and GLA14 contains surface elevations for land and the laser
footprint geolocation and reflectance.

GLAS waveforms might be contaminated by the atmospheric
forward scattering or saturated signals, only the cloud-free (the
flag F'Rir_qaFlag = 15 in the GLA14 products) and saturation-
free (the saturation index satNdx = 0 in the GLA14 products)
shots were selected [22]. The footprints including the subcycles
of L2A (September—November 2003) and L3K (October 2008)
were analyzed in this study.

E. Multispectral Optical Imagery

A Landsat-5 TM scene from September of 2009 was obtained
from USGS EROS Center. The scene consists of six spectral
bands with a nominal spatial resolution of 30 m were used.
Radiometric and ortho-rectification were applied to the image.

II. METHODS
A. Airborne Lidar Data Processing

Terrascan (Terrasolid, http://www.terrasolid.fi/en) possesses
several useful options for point cloud classification. Before
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classifying point cloud data, we should first filter out exceptional
pulses identified as below the nominal ground surface or above
the expected canopy height via visualizations. Both digital
surface model (DSM) and digital elevation model (DEM) have
been obtained from the classification, which was herein per-
formed using a strategy based on a set of “filtrations of the
filtrate” [31]. The workflow can be summarized as follows:
1) low point classification, 2) isolated points classification, 3) air
points, 4) ground classification, 5) classification of points below
surface, 6) classification of points by class, and 7) classification
of points by height from ground for different heights.

We defined a “ground” surface by applying the progressive
triangulation irregular network (TIN) densification method by
Axelsson [32]. The algorithm starts from a coarse TIN surface
obtained from reference points which are neighborhood minima.
Then new points are added, in an iterative way, if they meet
criteria based on distances to TIN facets and angles to the vertices
of the triangle. First, selected points with the highest confidence
of lying on the ground are selected, and then the program adds to
the model other points which fulfill specified criteria. One of
these criteria is the maximum size of buildings, describing area of
search windows in which at least one point must be a ground
point. Iteration distance represents maximum altitude difference
in building triangle, and iteration angle characterizes angle
between an added point and vertex of the closest triangle. In
this study, parameters were applied: max building size 30 m,
terrain angle 88°, iteration angle 9°, iteration distance 2 m, and
reduce iteration angle when edge length <5 m. The DEM was
created using TerraModeller on the basis of the classification of
terrain and offterrain objects performed using the whole proces-
sing chain from steps 1) to 7). Nonground points were interpo-
lated into a DSM with the same method. The raster DEM and
DSM of 1 m spatial resolution were generated.

Normalized digital surface model (nDSM) represented the
absolute elevation of earth surface features, for preparing of
nDSM, the DEM should be subtracted from DSM. Consider-
ing the distribution of tree height, the nDSM values less than
1.5 m and greater than 35 m were removed. For each sample
plot, several commonly used and newly proposed metrics
[33]-[36] were derived from the vegetation points including
25th percentile (hss), S0th percentile (hs), 75th percentile (h7s),
95th percentile (hgs), maximum value (h,;), mean
value (hyeqn), minimum value (h,,;,), coefficient of variation,
skewness, standard deviation, kurtosis, and canopy cover
percentiles.

B. GLAS Data Processing

The appropriate GLAS footprints should be selected before
processing. GLAS footprints overlaid on the TM-generated
classification map can identify the categories to which the
foot-prints belong. Fig. 2 introduces the flowchart of TM image
classification. The maximum likelihood classifier was applied to
the image spectral information, texture information, normalized
difference vegetation index (NDVI) and other auxiliary geo-
graphic data to differentiate trees, shrubs, and grassland. We had
the field investigation data of the whole area to train samples and
evaluate the classification precision. The classification produced
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Fig. 2. Flowchart of TM image classification.

an overall accuracy of 90.4%. Finally, we selected 66 GLAS
footprints which were in vegetation covered areas.

The raw GLAS waveform data can be converted from record
counts to volts using a conversion table [37] and normalized by
the total received energy. The purpose of the normalization was
to enable comparison of waveforms captured in different epochs.
A GLAO1 waveform was linked to a GLA14 location by index
and shot number. In order to keep the georeference systems
consistent, the coordinates of GLAS waveforms were converted
from the TOPEX/Poseidon ellipsoid to the WGS-84 ellipsoid.
GLAS data record the laser energy returned from an ellipsoidal
footprint. The size and ellipticity of a footprint varied through the
course of the mission. The major axis radius, azimuth angle, and
eccentricity in the GLA14 product (D_Tpmajoraxis, D_Tpazi-
muth, and D_Tpeccentricity) were used to extract the exact shape
of'the GLAS footprint based on elliptic parameters equation. The
voltage waveform was smoothed by a Gaussian filter of a width
similar to the transmitted laser pulse to eliminate some system
noise effects [21]. The convolution of the filter and the raw
waveform can reduce high-frequency noise and improve the
signal-to-noise ratio (SNR). The smoothed waveform was fil-
tered above a threshold which was a function of the mean and
standard deviations of background noise (GLAO1 product vari-
ables D_4nsbgmean and D_4nsbgsdev). The threshold was set to
the mean background noise plus 3.2 times the standard deviation
[38].

To explain the complex peaks, Gaussian decomposition was
used to decompose each waveform into multiple Gaussian
distributions, and then a waveform can be defined by the sum
of a series of Gaussian curves [39]:

Np lt=tm)?
w(t)=c+ Y Ane (2)

m=1

where w(t) is a single-valued curve with parameters
{e,Am,tm,0on} for m=1,...,N,,m is the number of
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Gaussian peaks found. The noise offset estimation, amplitude,
position, and half-width of each Gaussian are denoted by ¢, A,,,
tm, and o, respectively.

First, the number of Gaussian components within the wave-
form was estimated from the number of inflection points in the
smoothed waveform. A single Gaussian has two inflection points
and that when n Gaussians are combined there will be 2n
inflection points. By solving the first-order and second-order
partial derivatives of w(t) and letting them be zero, the initial
position and half-width estimates for each component Gaussian
can be derived from the locations and separations of consecutive
inflection points. Initial amplitude parameters for all component
Gaussians were estimated using the Levenburg—Marquardt Least
Squares technique which minimized the weighted sum of squares
between the observed waveform and its Gaussian decomposition
[40].

Inflection points caused by noise should be removed, so that
amplitudes were constrained between zero and the maximum
return, half widths were greater than 0.1 m, curve peaks were
greater than 1 m apart [41]. The position, half-width, and
amplitude of each Gaussian curve were determined by the
adjacent odd and even inflection points [37]. Two adjacent
Gaussian curves, if their interval was less than the transmit pulse
width, the smaller Gaussian curve was merged to the larger
Gaussian curve. Then, these Gaussian curves were sorted by area
sizes. The Gaussian curve was removed if its area was less than
5% of others. Otherwise, the Gaussian curves were merged either
by weighting them by area, or by averaging them. The number of
Gaussian components was constrained that less than or equal to
six. We thus write [37]:

Areane, = Area; + Areas
Anew = MCLLIJ(Al, AQ)

Opew = A % 01 + b * 09
thew = @ % t1 + b * to

a = Area; [ Areay
b=1-a (3)

where a and b are area weights, A,.., Tpew, and t,., are the
amplitude, half-width, and position of the merged Gaussian
curve, respectively.

To compare elevation derived from airborne lidar and GLAS
data at the footprint level, the airborne lidar nDSM pixels that fell
within a GLAS footprint were averaged to product an overall
elevation based on their distance to the GLAS centroid following
equation [18], [20], [22]:

w=exp{~2- [(@'/a)” + (/o] }
¥ = (x —xg)sina + (y — yo)cos a (4)
Y = (y—yo)sina — (z — xp)cos o

where w is the weight for any airborne lidar nDSM pixels within a
footprint; a and b are semi-major and semi-minor axes of the
footprint ellipse; « is the orientation of the major axis that is
defined clockwise with respect to the north direction; (z, y) and
(g, yo) are the coordinates for the pixel and the footprint center.

Fig. 3 shows a typical GLAS waveform from our study area
with the Gaussian peaks from the aforementioned Gaussian
decomposition. For the land surfaces, the waveform has 544
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Fig.3. Typical GLAS waveform in the study area: dots—GLAS waveform data from GLAO1, blue solid curve—the waveform after smoothing by a Gaussian filter and
other solid curves—Gaussian peaks used to fit the waveform from Gaussian decomposition and threshold value.

TABLE II
DescripTioNs OF GLAS WAVEFORM METRICS
Metric Description
A The weighted height of airborne lidar nDSM
v pixels within a GLAS footprint
wf _extent The distance between SigBig and SigEnd
wf_max_e The maximum energy value in the waveform
startpeak The distance between the beginning of the
signal and the position of wf' max_e
(Duncanson et al. [41])
peakend The distance between the end of the signal and
the position of wf’ max_e
(Duncanson et al. [41])
friéns Front slope and vegetation to surface energy

ratio from waveform
(Sunet al. [21], Nelson et al. [43])

wf variance The variance of the waveform
wf _skew

h25; h5(); h 75» h100

The skew of the waveform

Heights of energy quartiles from signal start to
signal end, measured from the ground peak
(Sunetal. [21])

e 14,e 24,e 34,e 44 The proportion of energy in four equal elevation

divisions (Duncanson et al. [41])

E 14,E 24,E 34,E 44  The proportion of energy in four equal energy

return divisions (Duncanson et al. [41])
n Number Gaussian peaks determined by
Gaussian decomposition (1 < n < 6)

Lo Location of Gaussian peaks determined by
Gaussian decomposition

Agn Amplitude of Gaussian peaks determined by
Gaussian decomposition

Wen Width of Gaussian peaks determined by
Gaussian decomposition

Ten Area of Gaussian peaks determined by

Gaussian decomposition

bins with a bin size of 1 ns or 15 cm. The bin size frombin 1 to 151
has been changed to 60 cm starting from acquisition L3A [21].
The noise mean and standard deviation were extracted from
GLAO]1 data to set the threshold which was used to locate the
signal beginning (SigBig) and end (SigEnd). Above the
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Fig. 4. Conceptual overview of the methodology used in this study.

threshold, the smoothed waveform can be decomposed into n
components. Over mountainous areas, as with dense canopies,
the location of the ground peak becomes formidable. Some
metrics were directly derived from the smoothed GLAS wave-
form and corresponding Gaussian curves for utility to estimate
mean tree height (Table II).

C. Conceptual Overview

Fig. 4 gives a conceptual overview of the methodology
described above.

IV. RESULTS AND DISCUSSION
A. Height Derivation With Airborne Lidar

As were mentioned previously, the metrics can be calculated
from a cumulative histogram of lidar nDSM in each plot.
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Fig. 5. (a) Observed (x) versus predicted mean tree height (y) by the regression model, using hg; and hoz. The solid line is a 1:1 line. (b) Image of mean tree height
predicted from lidar data over the study area using (5).

Based on field surveying data, linear regression models were  1/(1 — R?), where R? represents the proportion of variance in
built from the sample plots. To examine collinearity, the the ith independent variable that is associated with the other
variance inflation factor (VIF) testing can detect whether or independent variables in the model [43]. The model identified via
not collinearity exists (no significant collinearity exists if regression analysis for estimating plot-level mean tree height
VIF is below 10). The VIF is the reciprocal of tolerance: took the following form:
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hr = 1.959 + 0.627 % hos + 0.401 * hos. (5)

This model for plot-level field-based Lorey’s mean height (h 1)
comprised the quantiles corresponding to plot-level 25th per-
centile (hgs) and 95th percentile (hgs;) heights, resulting in
adjusted coefficient of determination (R?) of 0.881. The results
showed that the regression model was reliable and stable, and all
of the variables were statistically significant (F' = 149.77,
p < 0.001). The VIF values of the two independent variables
were less than 10 and it can be concluded that no significant
collinearity exists between the variables.

The scatter plots in Fig. 5(a) show the field-based versus
predicted lidar-based plot-level measures of Lorey’s mean
height. The standard error of the regression (RMSE) for the
model was 1.21 m.

Since the regression model established a functional relation-
ship between the Lorey’s mean height and the lidar data, we
can obtain a map of Lorey’s mean height distributions over the
entire extent of the lidar data coverage. In accordance with the
sample plot size, mean height map derived with lidar data
provided at a 25 m x 25 m grid cell resolution [Fig. 5(b)].

B. Gaussian Decomposition

Under flat topographic condition, the result of Gaussian
decomposition is shown in Fig. 6(a). Not only obvious Gaussian
curves, but nonobvious Gaussian curves that met the standards
can be obtained by Gaussian decomposition. The peaks from
ground and trees can be broadened and mixed over steep
mountainous areas, causing some errors within Gaussian curves.
But the overall fit results can be accepted [Fig. 6(b)]. The
residuals, calculated as the difference between the original
smoothed waveform and the best-fit profile, are shown in the
lower panel of Fig. 6.

The position, half-width, and amplitude of each Gaussian
curve generally represent the position, slope, and roughness of
each reflective surface. Through Gaussian decomposition, not
only does it improve the precision of ranging, it can accurately
locate the height of each reflective surface within a footprint. We
constrained the number of Gaussian curves between 1 and 6 fora
more simplistic and comparable approximation of GLAS wave-
forms because of complicated calculation. More or less the steep
slope terrain would make predicting terrain relief difficult. The
GLAS footprint diameters were closer to about 100 and 60 m for
L2A and L3K in the area. The fit errors were relative small in flat
regions. As slopes rise, the fit errors became greater. On the other
hand, the impact of footprint size from L2 A may be more obvious
than these from L3K. It was interesting to observe that, whereas
in steep regions, the fit errors may be small because of low
vegetation coverage and height.

C. Mean Tree Height Models With GLAS Metrics Inputs

In the process of data modeling, data preprocessing such as the
normalization of the data is very important when dealing with
GLAS metrics of different units and scales. Normalization can
scale all numeric variables in the range [0, 1]. Stepwise multiple
regression was used to find a relationship between weighted lidar
height and GLAS waveform metrics. Two slope categories were
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Fig. 6. Gaussian curves between SigBig and SigEnd from Gaussian decomposi-
tion and residuals of the fit in (a) flat and (b) steep regions.

defined as 0°-20° and >20° represented moderate and steep
regions, respectively. A leave-one-out cross-validation method
(LOO-CV) [44], [45] was used to estimate any quantitative
measure of fit that is appropriate for the data and model, through
acomparison of the root-mean-squared-error for cross-validation
(RMSE,,) and RMSE. The mean tree height models for each
category with associated sample numbers, adjusted R?, RMSE,
and RMSE,, are listed in Table III. All of the variables were
statistically significant (p < 0.001) except the constant of the
model for the >20° slope category (p < 0.05). After the models
were calibrated and validated, de-normalization should be car-
ried out. The model for the 0°-20° slope category had an adjusted
R? 0f 0.870 and required five input GLAS metrics. The height
model for the >20° slope category had an adjusted R? of 0.767,
and four input GLAS metrics. Although it does not perform well
under steeper condition (>20°), this model indicates that it is
possible to directly derive mean tree height from GLAS wave-
forms even from areas of high relief.

Fig. 7(a)—(c) shows the results of the predicted mean tree
height within the GLAS footprints against the weighted height
derived from lidar data for the terrain slope categories of 0°-20°,
>20°, and all data, respectively. One outlier found in the model
for all data pertained to footprint 27. We found that the forest
vegetation was only located toward the edge of the footprint by
overlapping footprint with the lidar-derived tree height map. This
can be easily understood by the energy distribution within a
GLAS footprint. The standardized residual plot of the model for
all data [Fig. 7(d)] shows that all points are within [—2, 2], which
indicates that the model satisfies normality (and homogeneity of
variance). The collinearities of the three models were examined
by detecting VIF values of the independent variables and the
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TABLE III
CALIBRATION RESULTS OF LOREY’S MEAN HEIGHT MODELS, CONSIDERING DIFFERENT SLOPE CATEGORIES
Slope category (°) n Model Adjusted R RMSE (m) RMSE,, (m)
h,, = 0.152 + 0.608*wf _extent + 0.573*E_14
Al 66 —0.362%¢_14 —0.239%¢_44 + 0.287atps 0,828 adl a4l
hy; =-0.128 + 0 .754*startpeak + 0.841*E_14
=2 i +0.292*%E_44 —0.730%e_44 + 0.315%w,y 9870 ke s
hyy =0.593 —0.418%¢_14 —0.453%¢_44
>20 35 +0.786% gy +0.153%wyg 0.767 3.10 3.53
66 GLAS footprints meet requirements with one outlier removed.
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Fig. 7. Scatter plots of the weighted mean tree height (m) derived from lidar data against the predicted mean tree height (m) within the GLAS footprints for slope
categories of (a) 0°-20°, (b) >20°, (c) all, and (d) plot of standardized residual against predicted mean tree height after removing the outlier in all data slope category. The

dash line is a 1:1 line and the solid line is the best-fit line.

results showed that no significant collinearity existed between
these variables.

In the 0°-20° slope category, startpeak increases consistently
with mean tree height. £_74, the proportion of energy in the
lowest energy quarter which in moderate areas will be mostly
attributed to mean tree height, is influenced by both canopy
height variability and terrain slope. e_44, the proportion of
energy in the highest elevation quarter which has significant
negative effect on mean tree height, represents the portion of
energy in high energy peaks which are typically ground peaks
[46]. By using negative value of e_44, we can reduce the impact
of terrain slope to some extent. wgy4, the fourth width of Gaussian
peaks determined by Gaussian decomposition which somewhat

increases with mean tree height, represents the steepening angle
of the fourth reflective surface.

The model for the >20° slope category replaces startpeak as
the most useful predictor variable with ag. It can be explained
that the fourth amplitude of Gaussian peaks represents the
roughness of the fourth reflective surface which increases with
mean tree height. e_14 and e_44 have significant negative effects
on mean tree height. The former is related to canopy height
variability and indicates the energy response of the uppermost
part of trees; the latter is related to terrain slope and indicates the
energy response of the “signal end” [41]. These two indices are
closely related to two indices (that are, leading edge extent and
trailing edge extent) that Lefsky er al. [19] suggest. wg, the width
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of the lowest Gaussian peak is identified as a characteristic of
ground surface and contributes to the model. This could be due to
broadening and mix of ground and trees in high relief areas.

The results from the mean tree height model for all data show
that two most important variables are wf _extent and E_14, and
that the use of proportional energy metrics is useful to determine
mean tree height within GLAS footprint. Meanwhile, character-
istics of the fourth Gaussian curve from Gaussian decomposition
(like amplitude and width) play important roles in studying the
prediction for tree height.

In the past, the scientists focused on the finding of the ground
peak to estimate maximum tree height. Few people estimated
mean tree height, especially Lorey’s height derived from GLAS
data. Due to the complex terrain conditions, it is difficult to
identify the precise ground elevation from Gaussian peaks.
Meanwhile, please mind the obvious height differences among
trees and trees locate toward the edge of the footprint. Gaussian
decomposition makes determining mean tree height easy, be-
cause the number of Gaussian curves can be manipulated and the
ground elevation does not need to be calculated.

V. CONCLUSION

In this study, we demonstrated that Lorey’s height can be
directly predicted from GLAS waveform information and
Gaussian decomposition results under sloping terrain. The
principal results obtained can be summarized as follows:

Using the extracted metrics from GLAS waveform to predict
the airborne-estimated stand height, we constructed stepwise
regression models to explore what waveform metrics influenced
mean tree height over mountainous areas. The proportion of
energy and characteristics of the Gaussian curves played impor-
tant roles in studying the prediction for tree height. The models
explained 87.0%, 76.7%, and 82.8% of the variation of mean tree
height for the terrain slope categories of 0°-20°, >20°, and all
data, respectively.

The results provide confidence that, although the prediction
was substantially well for the situations on moderate slopes
(0°-20°), the fit remained at an interesting level even for stands
on slopes above 20°. But more research is still needed to further
reduce the terrain effect on estimating Lorey’s height, especially
short stands on steep slopes.

In this paper, we present a proof of concept that GLAS data can
be used to estimate Lorey’s height. Similarly, the results de-
scribed herein can be used to make regional, subcontinental
measurements of forest biomass, and aboveground carbon.
Although these results are encouraging, they should be viewed
in the context of the limitations of the study. First, we considered
only coniferous forest, but broadleaf forest did not be included in
this study. Second, the airborne lidar point density is about 1 point
per square meter, which may miss some tree height information
especially to the coniferous forest because of canopy shape.
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